
 

AI & EQUALITY INPUT COMMENT 

To OHCHR Call: The Use of Artificial Intelligence and the UN 
Guiding Principles on Business and Human Rights 

We present our answers for three of the posed questions (blue). Details of the authors 
and relevant references can be found at the end of the document (not in word count). 

 

What do you consider are the main human rights risks linked to the 
procurement and deployment of AI systems by States and in which 
area? 

We will detail six key risks. 

1.​ Risk of Procuring the Wrong Types of Systems 

Whilst AI systems are increasingly deployed in the delivery of government services, their 
objectives often have a primary focus on detecting fraud (AlgorithmWatch, 2020; Booth, 
2024) or assigning risk scores to individuals or households (Kawakami et al., 2022; 
Cheng et al., 2022). If governments maintain their legitimacy in attempts to provide the 
best possible service for their citizens, this focus seems out of place. Instead, we might 
now be able to focus on providing more effective and easier to access welfare services. 
This requires a paradigm shift to a needs-based functionality for citizens and frontline 
workers, for example, moving away from an initial conceptual focus on technical 
capabilities and fraud detection. Which issues do these workers encounter? Can AI 
systems contribute to an effective solution to address their needs?  At which level and 
area of AI deployment are workers and citizens supported, without risk of labour 
displacement (i.e. level of human-in-the-loop, and human agency thereby)?  

Only after these needs have been identified, should governments then seek out potential 
suppliers of the identified technologies. We hope that governments focus on deploying 
AI technologies for the enhancement of their citizens’ human rights - instead of mere 
focus on not infringing rights. We see a real opportunity to create more inclusive, 
citizen-led, and participatory development practices and thus technologies that elevate 
and support the human dignity of the citizens they serve.  

2.​ Risk of Losing Digital Sovereignty 

We are concerned about the further monopolization of AI infrastructure, i.e., that a small 
number of suppliers create and distribute both hardware and software required for AI 
deployment. Paired with a lack of participation of diverse stakeholders in digital 

 



 

infrastructure development, this further concentrates power - ultimately risking the 
digital sovereignty of governments (OECD, 2024; van der Vlist ​
et al., 2024).  

We additionally want to stress this risk for systems connected to foreign aid in 
particular, including UN programmes and humanitarian aid: it is likely that systems with 
which the donor is more familiar with or that are produced by a manufacturer from the 
donor country are preferred in the procurement process. This might lead to systems that 
are not well suited for the local context (see chatbot Karim example below), compete 
with or disincentivise local startups / projects, and create further dependency on foreign 
technology. 

There are different priorities around the world underpinning digital public infrastructure 
and digital sovereignty strategies (see e.g. Eaves et al., 2024). International and regional 
cooperation aimed at establishing public digital infrastructure and technology stacks 
with shared goals and values could help to pool resources and offer public interest 
alternatives to private vertically integrated offerings.  

3.​ Risk of Perpetuating Bias  

Certainly, a well-established risk is the potential of AI systems to perpetuate historical 
biases and marginalizations of specific communities. Instead of repeating these insights, 
we want to add further nuance to this discourse. First, the current focus of AI systems in 
welfare that focus on fraud detection pose an increased risk of perpetuating biases for 
historically marginalised communities, e.g. due to biased data collection (e.g., increased 
policing of some postcodes increase the rate with which criminal acts from specific 
populations are discovered, see Zilka et al., 2023). ​
​
Additionally, procurement processes themselves have the risk to perpetuate who 
supplies technologies: if procurement processes require substantial financial resources 
or infrastructure, smaller local suppliers of technology might be unable to complete the 
required steps. By no means do we want to argue for more loose procurement processes, 
however, we urge for a focus on early community engagement instead of computing- 
and resource-intense technical evaluations. 

4.​ Risk of Reduced Transparency or Training to Conduct Sufficiently 
Rigorous Procurements 

We are concerned that the employees procuring or deploying AI systems have 
insufficient expertise of the capabilities and/or risks of AI systems. The lack of an 
in-depth understanding of the general risks of AI systems, the interactions with their 
deployment contexts more generally, as well as the importance of involving affected 
communities, potentially false claims of suppliers and the risks an AI system might pose 
for direct system users and relevant citizens cannot be uncovered (Casilli et al., 2024). 
Thus, unsafe AI systems might unintentionally be procured or deployed (related to our 
concerns in question 2, i.e., the deployment of 3rd party systems by companies, e.g., 
AI-based recruitment systems).  

 



 

5.​ Lack of Accountability and Required Legal Frameworks.  

Further - spanning all aspects of Human Rights - we are concerned about the lack of 
effective redressal mechanisms. This includes both the detection of (e.g., discrimination), 
as well as the taking of action to compensate for the resulting harm after its detection. 
Currently, it is often impossible for citizens to know whether and how AI systems are 
used (Hickok & Hu, 2024). As a result, they cannot challenge, contest, or reverse 
AI-based decisions that impact their lives. We advocate for more clear legal frameworks 
that enable accountabilities and the citizens’ right to know! 

6.​ Data Privacy & Security  

In the context of government procurement of AI systems, we are especially concerned 
about AI use for surveillance, monitoring, and unsolicited data collection. With potential 
deployments in contexts such as welfare, policing, healthcare, or transport, such 
systems pose significant risks to data privacy and security. We are specifically sceptical 
towards the linkage of unique identification IDs (based on biometric data and facial 
recognition techniques) to welfare services, the distribution of free goods, or in other 
ways to the access of citizen services as currently happening in India (see following 
references below: Online Indians, 2022; Business Standard, 2022; Bhatia & Bhabha, 
2017).​
​
The potential misuse or misrepresentation of this data could have severe consequences 
for individuals, including wrongful denial of services, discrimination, or even 
surveillance-based harassment. These risks are exacerbated when citizens are forced to 
engage with systems that collect and store personal data, without the ability to opt-out 
or safeguard their privacy. These systems could cause significant harm and violate 
fundamental rights such as privacy, equality, and freedom from coercion (Prasanna et 
al., 2023). We strongly question whether the benefits of implementing such systems can 
outweigh potential disadvantages.  

 

JOINT ANSWER:  

Are there any policies, regulations or frameworks taken at the national, 
regional and international levels to address the human rights risks 
linked to the procurement and/or deployment of AI by States? ​
AND Are there any emerging positive business practices that include 
human rights requirements when procuring and deploying AI? Please 
provide examples. 

We perceive the following to be examples of beneficial practices to reduce risks to 
human rights or even help to promote their fulfilment. These are useful across 
Governments and businesses, why we pulled both questions together. 

 



 

Across all examples, we want to stress the ecosystem of law already in place that might  
be applied to procuring and deploying AI. EU Laws such as the Digital Services Act, 
General Data Protection Regulation, Product Liability Directive, and even the Corporate 

Sustainability Reporting Directive as examples already create an ecosystem that can be 
harnessed. Instead of reinventing the wheel, we must close the patches between 
existing regulations or enable their policing in the AI sphere. 

1.​ Requiring the consideration of Human Rights from the outset of system 
development.  

We believe that Human Rights-respecting AI cannot start at the procurement stage. 
Instead, it must start at the very outset of development, i.e. when a system’s objective is 
selected. States and businesses could require proof from suppliers that they created AI 
systems following a Human Rights-based approach. An example of such an approach is 
our AI & Equality Framework. For each stage of the development AI lifecycle, we list 
essential reflection points and actions (and often entire mindsets) that are required to 
create AI technology to enhance Human Dignity. Here is a link to our community 
platform of 450+ researchers from 57 countries. 

2.​ Banning Specific Technologies  

Facial Recognition Bans in Certain Cities: Some local governments (e.g., San Francisco, 
Boston) have banned the use of facial recognition technology by government agencies 
to prevent surveillance and protect citizens' rights to privacy. 

3.​ Gender-responsive procurement (GRP) 

There is a growing and settled body of research in the analogue environment that 
defines benefits and details specific means to achieve gender-responsive  procurement 
(GRP) defined as “sustainable selection of services, goods, and works that considers 
impact on gender equality going beyond cost management, leveraging purchasing and 
sourcing opportunities to support social and economic progress at all stages and tiers of 
procurement and the supply chain” (UN Women). This research and guidance for 
organizations can and should be extrapolated into procurement frameworks that 
address the digital realm with hard targets outlining roles and responsibilities required 
to apply these principles. ​
​
The World Bank Group’s  gender lens on public-private partnerships is specific to 
physical infrastructure, yet is  immensely transferable to digital public infrastructure 
(DPI) and other digital initiatives. It is imperative to not reinvent the wheel and lose 
hard-learned lessons from the analogue. Additional strong GRP frameworks come from 
the International Labour Organization; International Trade Centre; Chatham House; UN 
OPS; UN Women WEPS Women’s Empowerment Principles Assessment Tool. According 
to the 2023  Women’s Empowerment Principles Gender Gap Analysis Tool (focussed on 
the analogue), only 4% of companies set procurement targets for female-owned 
businesses and less than 5% provide training to women to compete for formal bid 

 

https://community.aiequalitytoolbox.com/feed
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https://www.ilo.org/publications/guide-gender-responsive-procurement-employment-intensive-investment
https://www.intracen.org/news-and-events/campaigns/women-in-public-procurement
https://www.chathamhouse.org/sites/default/files/publications/research/Gender-smart%20Procurement%20-%2020.12.2017.pdf
http://faidnbmnnnibpcajpcglclefindmkaj/https:/content.unops.org/publications/UNOPS-Gender-responsive-Public-Procurement-EN.pdf
http://faidnbmnnnibpcajpcglclefindmkaj/https:/content.unops.org/publications/UNOPS-Gender-responsive-Public-Procurement-EN.pdf
https://www.weps.org/resource/weps-gender-responsive-procurement-assessment-tool


 

processes. New industries and innovation could be jump-started by catalysing  GRP in 
the digital realm. 

4.​ Involvement of affected communities and domain experts, see next 
question below. 

At a government level, this should include public consultation for AI policy and 
regulations such as this one. 

5.​ Thorough Human Rights Impact Assessments.  

Such assessments are soon required by the EU AI Act or the US’s Algorithmic 
Accountability Act that seeks to require companies to assess the impact of their 
algorithms on privacy, security, and fairness, and to mitigate discriminatory effects, 
including biases in AI systems. Such assessments are further incentivised by the 
European Convention on Human Rights: it clarifies that AI systems used by state actors 
are subject to the human rights protections guaranteed under this convention, such as 
the right to privacy (Article 8), non-discrimination (Article 14), and the prohibition of 
inhuman or degrading treatment (Article 3). We consider the Human Rights, Democracy, 
and the Rule of Law Impact Assessment for AI Systems (HUDERIA) currently under 
development by the Alan Turing Institute (2022) to be one of the most in-depth 
examples. The assessment helps to anticipate risks and harms to Human Rights in 
collaboration with affected communities and other stakeholders. In our own AI & 
Equality framework, we integrate this approach throughout the AI development cycle to 
enable technology creation that has Human Rights at its core from the conception of the 
technology. More in the next point. 

 

How can businesses and States meaningfully engage with relevant 
stakeholders, including potentially affected right holders and workers, 
to identify and address adverse human rights impacts related to the 
procurement and deployment of AI? Please provide examples. 

Stakeholder Involvement has the ability to localise abstract responsible AI principles and 
help to make them concrete and actionable (Sadek & Kallina, 2024). Additionally, they 
are a tool to re-balance the decision power of which AI systems are developed and how - 
a power that is currently skewed towards large tech companies and away from the 
communities that will be affected by resulting systems (Sadek & Kallina, 2024; Kallina, 
2024). The following presents actions that can help to harness these benefits for the 
development of AI systems. 

1.​ Involving affected communities in the development of new technologies.  

Again, here we want to point towards the HUDEIRA of the Alan Turing Institute and its 
integration into our AI & Equality framework (see 4.) in question above). However, we 
believe that stakeholder engagement has to go beyond consultations during the 
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assessment of harms prior to deployment only. Instead, we believe that the creation of AI 
should start with the communities that it is meant to serve. Instead of the small group of 
people that creates or invests in technology projects, we should open the discourse 
about what type of AI systems should be built - and which not - to the affected publics. 
Concrete guidance on how to do this can be found in our AI & Equality online course and 
framework as well as in Kallina & Singh (2024, referenced below). Examples of actions 
that governments can adopt more broadly are inclusive outreach actions (see e.g. Wang 
& Liang, 2024) or Human Rights Impact Assessments as discussed above (see also 
Kolfschooten & Shachar, 2023).  

2.​ Enabling Stakeholder involvement after deployment.  

Companies and especially governments should enable affected communities to contest 
AI-based decisions that impact their lives or are performed on their data. This includes 
the right to know: only if one is aware that AI is used, one is able to criticise it - and thus 
contest, circumvent, or reverse AI-based decisions, or to search for redress and 
compensation. In addition to the right to know, clear accountability structures require 
clear avenues for feedback and complaints, e.g. through a button, online form, or 
formalised process. These avenues must be accessible, easy to find, and highly usable to 
truly allow for stakeholder interventions.  

3.​ Open dialogues through international forums  

Such forums would create increased awareness on possible impacts of AI systems and 
the risks to human rights. Further, these endeavours would be supported by 
opportunities for upskilling and reskilling more broadly as they pertain to lifelong 
learning to make such technology more accessible to the global community and 
workforce with regard for human rights, dignity, and the ethical impact of such tools. 
This OHCHR consultation could become a great example of such. This can include and 
lead to public consultation for AI policy and regulations, so that citizens can transform 
their knowledge and awareness into actions.  

4.​ Grants enabling independent research on the impact of technologies, as 
well as how to regulate and police them.  

Examples are capacity building grants indirectly filling the skill gap for enhanced 
readiness assessments such as this example.  

5.​ Enabling and facilitating local technology creation, serving local needs.  

We recommend a deliberate focus on international collaborations through technology 
transfers, open-source technologies etc. so that all regions are enabled to create 
technologies and tailor them for their local needs. Although localization became one of 
the most critical agendas after the 2016 World Humanitarian Summit (WHS), localization 
practices in the field and engaging local actors are still limited. For example, the AI 
chatbot Karim was launched to provide psychological support to Syrian refugees in 
Lebanon, a collaboration of the WHO and a company from San Francisco. Unfortunately, 
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the responses were not truly adapted to the context (Solon, 2016; Madianou, 2021). 
Testing and trying AI applications without meaningful, people-cantered research with 
affected communities, can create harmful outcomes even if well-intended.  

6.​ Multi-disciplinary teams procuring and deploying AI 

Due to the above reasons, we require multi-disciplinary teams with diverse backgrounds 
and skill sets in the procurement and deployment of AI, and especially in such complex 
and/or vulnerable social situations. Examples are: 

-​ Humanitarian and Human Rights Experts: Human Rights Lawyers, Humanitarian 
Organizations, Ethicists and Philosophers 

-​ Affected and Targeted Groups (Lived Experience /communities): Communities 
Affected by AI Systems (e.g., low-income, marginalized, or ethnic minority 
groups), Disability Advocacy Groups, Minority and Marginalized Communities, 
Workers and Labor Unions, Consumers and Citizens 

-​ Governments and Policymakers: Regulators, Policy Experts, International 
Organizations (e.g., UN, OECD, World Economic Forum) 

-​ Academics and Researchers: Sociologists and Social Scientists, Medical and 
Public Health Experts, Environmental Scientists, interdisciplinary experts 

-​ Media and Communication Specialists: Journalists and Media Organizations, 
Public Relations Experts 

-​ Civil Society and Advocacy Groups: Privacy Advocacy Groups (e.g., EFF, ACLU), 
Consumer Rights Organizations, Gender Equality and Social Justice Groups, 
Faith-Based Organizations 

-​ Independent Oversight Bodies: Independent Monitoring Bodies (e.g., AI ethics 
committees, watchdog organizations), Ombudsman Offices 

-​ Psychologists and Behavioural Scientists: Psychologists (Specialists in human 
behaviour, cognition, and emotions, working to understand how AI systems 
impact mental health, decision-making, and user interaction.) 

-​ Legal Experts, including intellectual property lawyers 
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